50899-8256(04)00156-3/SCO0  AID:1185 Vol.eee (ee [DTD5] P.1 (1-7)
YGAME:m1 v 1.30 Prn:25/11/2004; 13:01 wame1185 by:LK p. 1

Available online at www.sciencedirect.com

e : GAMES and
f@ ? SCIENCE DIRECT -
% @ Economic
L e ' _ Behavior
ELSEVIER Games and Economic Behaviese (eeee) eoe—eee

www.elsevier.com/locate/geb
Note

Testable implications of subjective expected
utility theory"
Eduardo Zambrano

Department of Finance, Mendoza College of Business, University of Notre Dame, South Bend, IN 46556, USA
Received 18 December 2001

Abstract

| show that the predictive content of the hypatiseof subjective expeetl utility maximization
critically depends on what the analyst knows about the details of the problem a particular decision
maker faces. When the analyst does not know anything about the agent’s payoffs or beliefs and can
only observe the sequence of actions taken by the decision maker any arbitrary sequence of actions
can be implemented as the choice of an agent that solves some intertemporal utility maximization
problem under uncertainty.
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1. Introduction

The purpose of this paper is to answer the following: are there any testable implications
of the hypothesis of subjective exgted utility maximization (SEU)?

SEU is the theory that states that an agent chooses actions consistent with the maxi-
mization of the expectation of a utility function that depends on the action of the agent and
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on the condition of the environment, and wiédhe expectation is taken over the condi-
tion of the environment with respect to some probabilistic belief function. What is shown
in this paper is that whether SEU has testable implications crucially depends on what is
known by the analyst. In particulaif, (i) the analyst does not know the preferences or

the beliefs of the agent and (i) the analyst can observe the sequence of actions over time

chosen by the agent, then SEU has no testable implications. | show this by providing a

SEU representation of a model of intertemporal behavior where the analyst does not know
the preferences or the beliefs of the agent. The analyst, however, observes the sequence
of actions chosen. In this setapy observed behavior can be viewed as the choice of an
agent that maximizes expect utility for some utility functiondiscount factor, uncertainty
space and prior belief.

The intuition behind this result is that when choice over time depends on the evolution
of a stock that is not known to us then we have enough degrees of freedom in our repre-
sentation of that stock to interpraty observed behavior as the solution to some problem
of intertemporal choice. In the case of SEbet'stock” is the belief held by the agent. If
nothing is known about it, it can then be described by the analyst as that which justifies
whatever action the agent chose. That such a belief exists and is well-behaved from a prob-
abilistic standpoint arises from the fact tha¢ thncertainty space over which it is defined
can also be picked arbitrarily.

The resultis not surprising upon reflection about what it says, and to many itis an insight
that is known to the research community. Despite this, it is often argued that a departure
from SEU is necessary in applications becatirgebehavior it implies seems inconsistent
with what agents do in the real world. This suggests the need to make the point clearly
by presenting a stark, unambiguous case: one where complete ignorance about preferences
and beliefs on the part of the analyst strigslsof any predictive content. The result of
this paper is therefore important because avidles a useful albeit extreme benchmark.

The structure of the rest of the paper is as follows: In Section 2, | present an example
of the result. In Section 3, | introduce elements of the theory of statistical decisions. In
Section 4, | present the result. Section 5 addes robustness issues and Section 6 discusses
the related literature. Section 7 concludes.

2. A simple example

Assume that the agent has two actions: to carry an umbrella aradhar( to leave
the umbrella homeaf). The environment can take one of two conditions: it can either
be sunny §) or rainy (R). The analyst observes the sequefieg, y,)};°, of actions and
conditions of the environment over time, whéte, y,) € {al, a?} x {S, R} := A x Y and
knows nothing about the preferences or thikefie of the agent. This sequence is the data
to be rationalized. Define a 1-1 map betweeandY . This map can be arbitrary, but here
| define one that is adapted to the interpretation suggested by the labels of the elements
of A andY: associate! to R anda? to S. The utility function that rationalizes this data is
based on this map, namelya®, R) = u(a?, §) = 1 andu(at, §) = u(a?, R) = 0. | now
turn to the construction of the belief function, which will depend on the evolutios of
over time and om. The important thing is that it need not depend at all on the evolution
of y;.
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To build this function | adapt an idea used by Oakes (1985).vi(et,1 | ;) be the
probabilistic belief of the agentbaut the environment in period+ 1 given the history
hy = {(az, )’r)}ttzl- Definev(y;41=S1h;) =3/4 wheng, ;1 = a? andv(yr1=5|h;) =
1/4 whena, 11 = a'. As a discount factor, pick = 0. Notice that, period by period, this
agent is choosing;, the myopic expectedility maximizing choice when the expectation
is taken over, with respect to the forecasty; | h;—1). The literature on learning in games
(cf. Jordan, 1997, p. 154; Nyarko, 1997appwsition 7.1) shows that any agent who is
best-responding to a prediction rule such as that given isy in fact, best responding to
a subjective probability distribution on some large parameter space, which in this case we
take to be equal t@S, R}*°. Hence the agent is a SEU maximizer (see also the discussion
in Section 5).

3. Statistical decision theory
3.1. Actions, the environment

Consider an agent facing an intertemparadice problem under uncertainty. At each
dater > 1, the agent chooses an actigre A. After choosing:, she observes the condition
of the environmeny; € Y. The choice problem is being observed by an analyst who only
sees the sequen¢@y,, y,)}7°,. Itis therefore important to distinguish what is known by
both the agent and analyst from what is known by the agent aldmeesets A and Y are
the primitives of the problem that are given and known to both the agent and the analyst.

Let A andY be complete, compact, sepal@metric spaces with associatedields.A
and), respectively. Assume that has at least two elements and thvahas at least the
cardinality ofA.

The set ofhistories of length T, H7, is the T-fold Cartesian product oft x Y. H°
contains the singl abstract elemeritg, the null history. The set of all (finite) histories
is H=Ur>o HT. The set of infinite sequences of profiles y) is denotedZ. Let the
tth coordinate ot € Z bez, and the first coordinateg(z). Let 7 denote ther-field of
subsets of{ derived from the Boret -fields on eacti{” . Leth - i’ be the concatenation of
two historiesz andn’. A t-period history will be denoted by, . A strategy for the agent is
a F-measurable functioa : H — A that for each history selects an elementiofet
be the set of strategies of the agent.

The derived elements of the problemthat are given and known to both the agent and the
analyst are, therefore, A, Y, HT (T =0,1,...), H,F,ZandX.

3.2. Payoffs, beliefs

Given the agent’s choice and the condition of the environment she receives a reward,
not observed by the analyst, according tpagoff functionu : A x Y — 9. The agent
monitors the condition of the environment according to a collectibrfof models of
the environment) and aprior probability distribution v defined over®. Given one such
model 6 and a history: the agent has beliefs over the upcomingiven by the map
(h,0)— n(-| h,0) € A(Y). The interpretation is that the agent considers the condition of
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the environmentto be a process governed by one of the modelshnt is not sure exactly
which (hence the prior probability distribution over). Letu be measurable with respect
to the productd x ) and assume tha& is a complete, separable metric space.

The primitives of the problemthat are given and known only by the agent are, therefore,
u, ®, v andn.

Itwill be useful for what follows to derive from the map(o, 6) — p.(- 1 0,60) € A(Z),
a probability distribution over the infinite sequencesgirt This distribution, derived from
the primitives known only to the agent, is consequently only known by the agent.

4. Arbitrary Bayesian rational behavior

A strategyo is consistent with a given sequencfa,, y;)};2, if o (ho) = a1 and for all
t >1,0(a1, y1,...,4dr, y:) = ary1. A payoff functionu : A x ¥ — R, is nontrivial if
there are actiong’, «” and a condition of the environmentsuch thai«(a’, y) # u(a”, y).
The main result can thus be stated as follows:

Theorem 1. For every sequence {(a;, y;)};2; € Z there are a complete, separable metric
space @, aprior v € A(®), a probability function », a nontrivial utility function u, a dis-
count factor p and a strategy o * consistent with {(a;, y/)}72; such that

o* carg sup//Zp"lu(z;)pn(dz | o, 0)v(dO).
t=1

oeX
e Z

Proof. Let f : A — Y be a 1-1 measurable functidefineu(a, y) = 1if y = f(a) and
u(a, y) = 0 otherwise. Then, there is a méap—> u; € A(Y) such that, for every action
aeA, aecargmaea [yula,ypa(dy)3

Let ® = Y°; for every® = (y1, y2,...) andh, = (a1, y1, ..., as, yr) letn(- | hy, 0) =
yi+1. By Kolmogorov’s extension theorem the prioron ® can be chosen so that
V1 i=Margy v = pg; and v;41 = marg,  ,v( | y1,..., %) = Haz,, for every finite se-
quence(yi, ..., yr)-

Defineo* as follows: for allz > 0 and allk; belonging to a measurable subseftdf,

o*(hy) = a;“+l. Pick anyp € [0, 1). Theno* maximizes SEU as required.

1 The derivation ofp, (- | o, 0) is as follows: First, defing,, recursively for every history € H. Let p;, (hg |
o,0)=1andp,(h-(a,y)|0,0)=pu(h|o,0)xo(alh)x uga|h). Second, define theylinders C (k) to be
the set of paths of play for which z(r) = h, whereh belongs to a measurable subsett#ff. Third, definep,,
overC(h) to be equal t, (1 | o, 6). This probability measure is then uniquely extended by continuity from the
cylinders to ther-field on Z generated by the cylinders.

2 The existence of this function follows from the fact ththas cardinality of at least twd, has cardinality
at leastA and these sets are complete, separable metric spaces.

3 Notice that the distributiorn; can be chosen so that it has full support nFor exampleu; = (1 —
e pa) +eu, wherep has full support and > 0 is sufficiently small.
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To see this notice that with the structure at hand the problem can be rewritten as

SUD/ Z Ptilu(a(htfl): 9t)U(d9),

aeE@ =1
which in turn leads to syp » >, p' 1 [, u(o (h,—1), y) v (dy). To show that* solves

this problem it suffices (due to the one-shot deviation principle) to check that, given any
partial historyhr, there is no expected profitable deviation freth(h7) at date7 + 1.
Recall thato*(hr) = a7, and notice that, is independent ofar}rT:l fort > T + 1.
Hence, the problem at dafe+ 1 is to choose; 1 € A to maximize

pT/u(aT+la Vurad)+ Y ptil/u(a*(hrfl, y)vr (dy). 1)
Y

Y t=T+2

By construction, the first term in the summation is maximizedbghr). O

5. Robustnessissues

It is interesting to ponder whether the result holds as we add assumptions about what
the analyst knows. For example, suppose the analyst knew the shape of the distribution
and the parameter spaéethe agent used to represent the uncertainty about the evolution
of y;. Will this invalidate the result? The answer to this question is: not necessarily, as the
examples below demonstrate.

e Consider the case presented in Section 2 and assume that the analyst observes
{(ar, y}724, and knows the map, and the parameter spaee The analyst may know
the pair(n, @), but nothing is gained i® just happened to b5, R}*° and the agent’s
beliefs abouty, a convex combination of Dirac measures. Then, as Section 2 shows,
any behavior can be rationalized as SEU maximization.

e Consider now the case presented in Section 2 but assume this time that the analyst
observeq(a,, y;)}:2,, and that the agent knows that the sequeynde exchangeable
with respect to the agent’s priet Then, by de Finetti's theorem, withprobability
one, the empirical distribution of; converges together with the player’s posterior
over y,+1 to some probability measukg*, 1 — u*) over{R, S}. Will this invalidate
the result of this paper?

The answer to this question, again, is: not necessarily. For example, consistent with
the information given above is the representation itk {6}, u = (u*, 1 — u*) and

v = 1y. This representation, together with the discount fadter 0 and the utility
functionu(al, R) = 1, u(al, §) = u(a? R) = pu*, u(a? R) = 2u*, rationalizes the
given sequencf(ar, y)}2 ;.

e The examples above, when combineaggest conditions under which the result no
longer holds. Consider once more the setup in Section 2 as in the example above when
the analyst knew that the agent considered the sequegrtoebe exchangeable. This
time the analyst also knows that the agent’s representation of the uncertainty; over
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is given by over {R, S} with ® = [0, 1] for some non-singular priov over @.
Exchangeability implies that posterior beliefs are, in the limit, constrained by the
realization of6, which means that the utility function that rationalizes a particular
sequencé(a,, y;)}; 4, cannot be independent®fAs a consequence, there is no state
independent utility function that rationaliz€@:, y;)};2, in this case.

6. Related literature

In one of the first attempts to understand the restrictions imposed by SEU, Pearce (1984)
showed that when the analyst knows the ragepreferences over mixtures of actions
SEU rules out players choosing strictly dominated strategies. Ledyard (1986) and Boérg-
ers (1993) assume that only preferences over pure strategy outcomes are observable, and
show that, as in Pearce (1984), a notion of domination carries the testable content of SEU.
Blume and Easley (1998) and Nyarko (1997b) have shown that, given an observable profile
of utility functions any stochastic process of undominated actions can be the outcome of
a model of intertemporal optimization and Bayesian learning. Nyarko (1997b) considers
the zero discount factor case while Blume and Easley (1998) consider the more general
case From the methodol ogical standpoint, Blume and Easley (199&an be thought of as
a direct precursor of the present work.

Lo (2000) shows that if one is restricted to the observation of only one choice from
a finite set of acts, the subjective expectéitity model is observationally indistinguish-
able from all models of preference that satisfy Savage’s axiom P3, which is a form of
monotonicity. Epstein (2000) points to the need for the analyst to observe choices from at
least two different sets of choices where #gent has the same belief if one is to be able
to refute SEU. Border (1992) assumes that the analyst is able to observe the entire choice
function of the agent and shows that any choice function consistent with SEU must not be
stochastically dominated.

Another closely related paper is that of Green and Park (1996), which asks whether a
strategy can be rationalized by maximization of conditional state dependent utility. They
identify a necessary and sufficient conditiaman environment with a correctly specified
prior, for a strategy to be rationalizable. Their condition requires for a plan not to react to
“irrelevant” information. It is a very weak condition.

7. Conclusions

The present paper contributes to the literature associated with how little restrictions the
assumptions of rationality impose on individual and collective behavior by showing that
when the analyst knows nothing about the preferences or beliefs of an agent any sequence
of actions observed by the analyst can be the outcome of some model of intertemporal
optimization and Bayesian learning.

Not all predictive content of SEU is lost in practice, however, because auxiliary assump-
tions about what is known to the analyst camii@de which, jointly with observability of
actions and SEU, generate tdd&implications. In this sense, the result presented in this
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paper is an instance of a principle known to modern philosophers of science: that no core
set of theoretical assumptions can be contradicted in isolation (Caldwell, 1982, Chapter 4).
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